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Druggability Indices for Protein Targets Derived from NMR-Based Screening

Data
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An analysis of heteronuclear-NMR-based screening data is used to derive relationships between
the ability of small molecules to bind to a protein and various parameters that describe the
protein binding site. It is found that a simple model including terms for polar and apolar surface
area, surface complexity, and pocket dimensions accurately predicts the experimental screening
hit rates with an R? of 0.72, an adjusted R2 of 0.65, and a leave-one-out @2 of 0.56. Application
of the model to predict the druggability of protein targets not used in the training set correctly
classified 94% of the proteins for which high-affinity, noncovalent, druglike leads have been
reported. In addition to understanding the pocket characteristics that contribute to high-affinity
binding, the relationships that have been defined allow for quantitative comparative analyses
of protein binding sites for use in target assessment and validation, virtual ligand screening,

and structure-based drug design.

Introduction

Understanding the fundamentals of molecular recog-
nition is important for both biological and pharmaceuti-
cal research. Many studies of proteins in complex with
their natural ligands have been performed to under-
stand the forces that govern complex formation. Char-
acteristics such as pocket size and geometry,! 3 surface
complexity,* and complementarity of shape and polarity®
have all been proposed as factors that contribute to the
binding energy. Intriguingly, it has been recognized for
many protein—ligand complexes that certain regions of
the binding surface contribute a disproportionate amount
of the binding energy.® This has been reported for very
large interaction surfaces, such as protein—protein
interactions, as well as for much smaller surfaces, such
as protein—small molecule interactions. These studies
suggest that there are energetic focal points, often called
“hot spots,” on protein surfaces that are the major
contributors to the binding energy. Interactions of the
ligand with additional regions of the protein surface
serve primarily to increase specificity. From a pharma-
ceutical perspective, it has recently been postulated that
targeting these hot spots on protein surfaces with
smaller (molecular weight less than 300) and more
soluble (ClogP between 1 and 3) lead molecules may be
a superior route to the development of therapeutic
agents compared with a strategy that begins with
larger, more hydrophobic leads that tend to come from
high-throughput screening of random corporate
repositories.” ® It is therefore of great interest to develop
methods not only to rapidly identify the location of hot
spots on protein surfaces but also to assess their
capacity to efficiently bind to small organic molecules.

Over the past decade, we have applied heteronuclear-
NMR-based screening against dozens of protein
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targets.19712 OQur screening library consists of approxi-
mately 10 000 diverse compounds that conform to
“fragmentlike” or “leadlike” characteristics, with an
average molecular weight of 220 and an average ClogP
of 1.5. One of the strengths of heteronuclear-NMR-based
screening is that, since the entirety of the protein is
monitored for perturbations upon addition of the test
compound, binding to any region of the surface can in
principle be detected. As a result, ligands can be
characterized not only by their affinity, but also by the
site to which they bind. Another advantage of NMR-
based screening is that even ligands with very weak
affinities can be detected. In our typical screen (utilizing
test compound concentrations of 0.5—1.0 mM), ligands
with Kp values as high as 5 mM can be identified. All
of these advantages make heteronuclear NMR an ideal
tool for the identification and characterization of hot
spots on protein surfaces. Here we present an analysis
of NMR-based screening data against 23 different
proteins in order to derive relationships between the
ability of small molecules to bind to a protein and
various parameters that describe the protein binding
site. The resulting computational algorithm allows for
a quantitative assessment of the capacity of a given
binding site to bind to small, leadlike compounds with
high affinity and specificity.

Results and Discussion

NMR-Based Identification of Hot Spots on Pro-
tein Surfaces. In Table 1, the number of hits, binding
affinities, hit rates, and binding site locations for 28
binding sites on 23 different proteins is given. The
targets are from diverse protein families and include
enzymes and proteins that bind to DNA, proteins, and
other endogenous ligands. The hit rates for these
proteins span almost 2 orders of magnitude, from less
than 0.01% to 0.94%, and the observed Kp values for
the hits range from 10 to 5000 M. What is striking
about these data is that, across all targets, nearly 90%
of the ligands identified in the screen bind to a site on
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Table 1. Targets, Binding Sites, and Hit Rate Data Derived from Heteronuclear-NMR-Based Screening against 23 Protein Targets

high-

protein  pocket binding no. no. no. hit Kp range affinity log(HR)

no. no. target® siteb testedc  hits? series® rate (uM) ligand??  expt/ pred’/
1 1 AK adenosine 4600 10 9 0.22 80—5000 yes —0.66 —0.42
2 2 Akt-PH IP3 8090 1 1 0.01 - -1.91 —1.98
3 3 Bel-xLL Bak 9373 73 59 0.78 10—5000 yes -0.11 —0.64
4 4 bir3 peptide 8640 8 8 0.09 600—260 0 —1.03 —-0.72
5 5 CMPK CMP 8090 6 3 0.07 30—240 —-1.13 —0.81
5 6 CMPK other” 8090 4 3 0.05 30—440 —-1.31 —1.27
6 7 E2-31 DNA 1532 3 3 0.20 1000—4200 —-0.71 —0.72
6 8 E2-31 other” 1532 3 3 0.20 30—2300 -0.71 —0.42
7 9 ErmAM SAH 7233 7 7 0.10 50—3800 —-1.01 —0.87
8 10 FBP DNA 8090 2 2 0.02 200—1700 —-1.61 —1.04
9 11 FKBP FK506 6950 65 60 0.94 10—-5000 yes —0.03 —0.24
9 12 FKBP other” 6950 4 1 0.06 100—-2100 —-1.24 —-1.22
10 13 HI-0065 ADP 8640 13 10 0.15 10—2500 —0.82 —1.28
11 14 LCK pTyr 6953 43 38 0.62 200—5000 yes —-0.21 —1.07
12 15 LFA IDAS 11029 44 23 0.40 10—1000 yes —0.40 —-0.35
13 16 MDM2 p53 8640 28 14 0.32 10—420 yes —0.49 —0.35
14 17 MurA UDPNAG 9600 4 2 0.04 30—600 —1.38 —1.44
15 18 Murl Glu 8640 1 1 0.01 2000 —-1.93 —2.00
16 19 PAK4 ATP 11450 19 17 0.17 20—1000 —0.78 —0.63
17 20 Pinl peptide 7842 9 9 0.11 50—1900 —0.94 —1.49
18 21 PSD95 peptide 11759 0 0 0.00 - —2.00 —-1.99
19 22 PTP1B catalytic pTyr 11892 25 20 0.21 50—5000 yes —0.68 -1.15
19 23 PTP1B noncatalytic pTyr 11892 2 2 0.02 1000—5000 —=1.77 —1.66
20 24 SARS RNA 8440 1 1 0.01 1000 —-1.93 —-1.92
21 25 SCD substrate 622 5 5 0.80 20—-5000 yes —0.09 —0.55
22 26 survivin Bir3 9370 1 1 0.01 130 —-1.97 —-1.99
22 27 survivin  other” 9370 33 30 0.35 10—5000 yes —0.45 —0.35
23 28 UK peptide 1252 5 5 0.40 10—240 yes —0.40 —-0.81
total hits at known sites: 375
total hits at all sites: 419
percent of all hits at known sites: 89.5

@ Target used in the NMR-based screen. See Table S1 for more information. ® Binding site as determined by chemical shift perturbation
analysis. ¢ Total number of compounds used in the screen. ¢ Total number of compounds that exhibited Kp values less than 5 mM. ¢ Number
of unique chemical series represented by the hits after clustering the compounds using a Tanimoto similarity criterion of 0.75. / Range of
Kp values observed for the screening hits. € Denotes whether a high-affinity (Kp < 300 nM), non-peptide, noncovalent inhibitor of this
target is known. See Table S1 in the Supporting Information for a detailed listing. » Binding to a previously unidentified ligand-binding
site was detected. ! The base-10 logarithm of the experimental hit rate. A value of —2.00 was used for hit rates of 0.00%. / The base-10
logarithm of the predicted hit rate as described in the text. A value of —2.00 was used for predicted scores <2.00.

the protein that is known to bind to small molecules,
regardless of binding affinity. These results demonstrate
the exquisite selectivity of protein surfaces to bind to
ligands only at very specific locations. Such observations
have been previously reported in solvent mapping of
proteins by NMR!® and X-ray crystallography,'415 but
the size and diversity of both the compound and target
sets presented here indicate that this is a general
phenomenon of molecular recognition that is indepen-
dent of target or compound type.

It is significant to note that a high correlation is
observed between the experimental NMR hit rate and
the ability to identify high-affinity (Kp < 300 nM), non-
peptide, noncovalent inhibitors of these targets. This is
shown in Table 1, where 10 of the 14 targets (71%)
possessing pockets exhibiting experimental NMR hit
rates greater than 0.10% ultimately yielded high-affinity
drug leads, whereas no such compounds have been
reported for the nine targets lacking such pockets. These
data suggests that an NMR screen of a fragment library
can be used as a reliable indicator of the “druggability”
of a given protein target before investing in the develop-
ment of complex biochemical assays or, in the case of
many genomics targets, before the function of the
protein is even known.

It is also instructive to consider the four binding sites
identified by NMR that were previously unknown to
bind to small molecules or other endogenous ligands

(gray boxes in Table 1). First, it should be noted that
the ligands identified for these sites did not contain
unusual functional groups (data not shown) but were
comprised primarily of groups that tend to bind to
protein surfaces.!® For FKBP, the second site was
proximal to the known FK506 binding site and has in
fact been utilized to increase binding affinity.!° For the
other three proteins (E2-31, survivin, and CMPK), the
precise locations of these additional binding sites on the
proteins have been determined by high-resolution NMR
structural studies, and they are spatially distinct from
the known ligand-binding sites (See Figure 1). Given
our current findings that small organic compounds have
a strong preference to bind only to energetic hot spots
on protein surfaces, it is very possible that these
ancillary sites play some role in the physiological
function of the protein. For example, small biaryl acids
have been described that bind to the region of the DNA
binding domain of E2-31 that interacts with DNA (green
surface in Figure 1A).17 Intriguingly, it has been shown
that this domain of E2 can interact simultaneously with
DNA and with other proteins, including p/CAF!® and
PARP," thereby stimulating E2-dependent transcrip-
tion. Similarly, spatially disparate regions of survivin
have been shown to interact with a variety of proteins,
including HSP-90 (with residues Lys79—Lys90 of sur-
vivin),20 aurora-B kinase (which phosphorylates survivin
at Thr117),2! and INCENP.2! Thus, the multiple hot
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Figure 1. Known (green surface) and previously unknown
(cyan surface) small-molecule binding sites on (A) the DNA-
binding domain of E2, (B) survivin, and (C) CMPK. For E2
and survivin, which exist as dimers, one monomer is gray,
while the other is pink. The green surfaces correspond to the
DNA-binding site, the Bir-3 homology region, and the active
site of E2, survivin, and CMPK, respectively.

spots discovered via NMR-based screening for these
proteins may in fact play a role in modulating their
biological function, making them suitable targets for
therapeutic intervention.

Predicting Protein Druggability. As an alterna-
tive to executing an NMR-based screen against every
potential protein target, the ability to predict with high
confidence the probability that high-affinity, druglike
leads can be identified for a particular target would be
of tremendous value. Unfortunately, while the location
of many protein binding sites can be elucidated using
comparative sequence analyses, virtual docking stud-
ies,2?2 or simple geometric factors,?>? much less is
known about what influences the proclivity of a given
hot spot to bind to small organic molecules. To this end,
we have performed an analysis of the protein pockets
and NMR screening data to try and understand the
factors that influence the observed hit rate, which can
be viewed as a measure of binding proclivity. For each
of the protein targets, all potential pockets were identi-
fied using the flood-fill algorithm available within
Insight (see Methods). This resulted in 57 potential
binding sites for the 23 protein targets, including the
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Figure 2. Comparison of the pocket parameter values derived
from the 28 positive (known binding sites, see Table 1) and
29 negative binding sites used in the analysis. Shown in green
are normalized average values for the 15 binding sites whose
experimental hit rates are greater than 0.1% (see Table 1),
shown in blue are values for the 13 known ligand-binding
pockets whose experimental hit rates are less than 0.1% (see
Table 1), and shown in red are values for the 29 negative
binding sites identified from the pocket identification algo-
rithm that are known not to bind to small molecules. All values
were normalized to the average value for the 15 binding sites
whose experimental hit rates are greater than 0.1% (green
bars). Standard deviations in each parameter whose values
are statistically different (p < 0.05) from the pockets with high
hit rates (green bars) are denoted with an asterisk, colored by
the legend for clarity. Parameters shown are volume (V), polar
surface area (PSA), apolar surface area (APSA), total surface
area (SA), polar contact area (PCA), apolar contact area
(APCA), total contact area (CA), roughness (R), total number
of charged residues (N), first (P1), second (P2) and third (P3)
principal moments, and pocket compactness (C), as defined
in the text.

28 known or NMR-identified ligand-binding sites shown
in Table 1 (hereafter referred to as “positive” pockets)
plus an additional 29 sites that were identified in the
analysis but for which no compound binding could be
observed in the NMR screen (hereafter referred to as
“negative” pockets). Hit rates were assigned to each
pocket accordingly (Table 1), with the negative pockets
assigned a hit rate of 0.00%. Next, geometric parameters
were extracted for each pocket. For the protein surface,
parameters such as polar and apolar molecular surface
area,?® polar and apolar contact area,?’ surface rough-
ness,* and the number of charged residues were calcu-
lated. For the pocket image produced within Insight,
principal moments were calculated to capture the shape
of the pocket, along with a parameter called pocket
compactness, which was defined as the ratio of the
pocket volume to pocket surface area.

A comparison of the derived parameters for the
positive and negative pockets is shown in Figure 2. For
ease of comparison, all of the parameters were normal-
ized to the average value for the 15 positive pockets that
exhibited high NMR hit rates (=0.1%, see Table 1). The
only statistically significant difference between positive
pockets with high and low NMR hit rates was for apolar
surface area (APSA, which was ~35% lower for pockets
with low hit rates), although trends were observed for
other parameters. For the negative pockets, multiple
differences were observed, including significantly lower
volume (V), apolar surface area (APSA), and roughness
(R). These observations are completely consistent with
the observation that endogenous ligand-binding sites
tend to be the largest,! most hydrophobic,?226 and most
geometrically complex* pockets on the protein surface.
Interestingly, the negative binding sites also tended to
be longer and narrower, as inferred from a significantly
smaller third principal moment (P3) and compactness
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Table 2. Regression Coefficients for the Calculation of
Druggability Indices on the Basis of Pocket Parameters

log linear

parameter coefficient® coefficient?
volume —¢ -
total surface area 2.78 (0.12) -
polar surface area - -
apolar surface area - -
total contact area - -
polar contact area —0.44 (0.38) —
apolar contact area 2.98 (0.18) —0.023 (0.008)
roughness - 0.71(0.11)
no. charged residues - —0.16 (0.15)
first principal moment —1.03 (0.66) -
second principal moment - -
third principal moment 1.2 (1.0) -
pocket compactness 13.6 (1.5) —14.0 (1.4)
constant - —1.11(0.61)

@ Regression coefficient for the logarithm (base 10) of the
corresponding parameter. 95% confidence limits are given in
parentheses (See Methods). ® Regression coefficient for the corre-
sponding parameter. ¢ No significant dependence was found (value
set to zero).

(C) value. However, despite these general trends, none
of these individual parameters correlated well with the
experimentally determined hit rates. Thus, a regression
analysis was performed using both a linear and loga-
rithmic dependence on each of the parameters in order
to identify relationships that could quantitatively cor-
relate with the observed hit rate (see Methods). A
regression analysis including eight of the 13 molecular
parameters (see Table 2) yielded a good correlation with
the logarithm of the observed hit rate (HR) with an R2
of 0.72, an adjusted R2 of 0.65, and a leave-one-out
(LOO) @2 of 0.59 (see Figure 3A). If the 15 pockets that
exhibit NMR hit rates >0.1% (see Table 1) are treated
as true positive results, while the remaining 42 sites
are treated as true negative results, then ROC curves
can be generated to assess both the specificity and
sensitivity of the predictions. The results of this analysis
are shown in Figure 3B, where is can be observed that
67% of the true positives can be predicted before a true
negative result is obtained. This is far superior to the
predictive ability of the individual parameters, as is
illustrated for pocket volume, apolar surface area, and
roughness, where only modest enhancements in the true
positive rates are observed.

Target Characterization: Identifying Druggable
Binding Sites. From an analysis of the data (Table 1
and Figure 3), it can be observed that eight of the 10
targets for which high-affinity, druglike leads could be
identified had predicted log(hit rate) values (hereafter
referred to as the predicted “score”) greater than —1.0,
while the remaining two targets had values between
—1.0 and —1.5. Thus, a protein pocket can be considered
to have a “high” druggability index if the predicted score
is greater than —1.0, while a “low” druggability index
would be assigned for values less than —1.5. Protein
pockets with intermediate values can be assigned a
“moderate” druggability index. Thus, the predicted score
can potentially be used in comparative analyses of all
pockets on a protein surface in order to identify the sites
most likely to interact with small organic compounds.
To test the utility of such an approach, we identified 35
proteins not used in the training set for which high-
affinity, druglike molecules have been reported and
high-resolution crystal structures have been solved in
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Figure 3. (A) Correlation between the experimental NMR hit
rate and the predicted hit rate for 57 pockets on 23 protein
targets as described in the text. The correlation has an R? of
0.72, an adjusted R? of 0.65, a leave-one-out cross-validated
@2 of 0.56, and a standard error of 0.31 log units. The filled
diamonds correspond to the 28 ligand-binding sites shown in
Table 1. Solid red diamonds indicate those pockets for which
high affinity (Kp < 300 nM), non-peptide, noncovalent inhibi-
tors have been reported or identified internally. For clarity,
the average predicted score for the 29 protein pockets known
not to bind to small organic compounds based on NMR-
screening data is shown as the green square (with standard
deviation). (B) ROC curves depicting the true positive vs false
positive rate for pocket identification using several descriptors.
In this case, true positive results were defined as the 15
pockets for which experimental hit rates of >0.1% were
observed (see Table 1), while true negative results were the
remaining 42 pockets used in the training set. Curves are
shown for the predicted druggability score (score, black line),
the pocket volume (Vol, magenta line), the apolar surface area
(APSA, red line), and the pocket roughness (R, blue line).

complex with either an endogenous (e.g., ATP) or
exogenous ligand (see Supporting Information, Table
S2). All possible binding sites on these proteins were
identified within Insight, resulting in a total of 219
binding sites for the 35 targets. Druggability scores were
then calculated for each site and the known ligand-
binding site was compared to the other pockets on the
protein surface. As shown in Figure 4A, the known
ligand-binding site was predicted to be the most drug-
gable pocket on the surface for 25 (71%) of the proteins
(green diamonds in Figure 4A). The known ligand-
binding sites for eight additional proteins (blue dia-
monds in Figure 4A) were also predicted to be highly
(score > —1.0) or moderately (score between —1.5 and
—1.0) druggable, even though at least one other pocket
on the surface received a higher score. Thus, a total of
33 (94%) of the 35 known ligand-binding sites were
predicted to be highly or moderately druggable. ROC
curves can again be generated for these data, treating
the 35 known ligand-binding sites as true positive
results and the remaining 184 sites as true negative
results. As shown in Figure 4B, significant enhance-
ments in the true positive rate vs the false positive rate
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Figure 4. Ability of the described computational algorithm
to discriminate between druggable and nondruggable binding
sites on 35 proteins not used in the training set. (A) Predicted
scores for the 219 pockets identified on the surfaces of the 35
targets with known high-affinity ligands. The known ligand-
binding sites are denoted with a solid diamonds, while all other
binding sites are shown as open diamonds. The known ligand-
binding sites are ranked and colored according to whether the
known site had a predicted score > —1.5 (highly to moderately
druggable) and was the highest scoring pocket on the protein
(green diamonds), had a predicted score > —1.5 but was not
the highest scoring pocket on the protein (blue diamonds), or
had a predicted score < —1.5 (red diamonds). (B) ROC curve
plotting the false positive rate vs the true positive rate as a
function of the score used for differentiating druggable vs
nondruggable binding sites for the comparative analysis of the
219 binding sites derived from the 35 targets with known high-
affinity ligands. Shown in parentheses are representative
values for the cutoff score. For this analysis, true positive
results were defined as the 35 known ligand-binding sites,
while true negative results were the remaining 184 sites.

can be observed, providing encouragement that such
calculations accurately capture many elements required
for high-affinity binding to small, druglike molecules.

Target Identification: Finding Druggable Pro-
teins. In addition to discriminating between multiple
binding sites on a single protein, the druggability scores
can also be used in screening large numbers of protein
structures in an attempt to identify those most likely
to be targeted with small molecule therapeutics. To
assess this, an additional 37 proteins were identified
for which no high-affinity, druglike ligands have been
reported but for which a crystal structure in complex
with either an endogenous or exogenous ligand was
known (see Supporting Information, Table S2). The
results of a comparative analysis of the known ligand-
binding sites for the entire set of 72 proteins in the test
set are shown in Figure 5. For the 35 targets with
known high-affinity ligands (blue bars in Figure 5), 77%
are predicted to be highly druggable, while only 6% are
predicted to be not druggable. In contrast, nearly 41%
of the proteins with no known high-affinity ligands (red
bars in Figure 5) were assigned an index of “low.” It
should be noted that for the 37 targets for which no
high-affinity, druglike lead could be found, we could not
differentiate between those for which a search for drug
leads was attempted and failed and those for which such
a screen has not been performed. Thus, it is intriguing
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Figure 5. Percentage of proteins in the test set predicted to
have high, moderate, and low druggability indices for those
targets known (blue bars) or unknown (red bars) to have high-
affinity druglike leads. Proteins were assigned a druggability
index of high or low if the predicted score was greater than
—1.0 or less than —1.5, respectively.

that ~37% of these targets are predicted to be highly
druggable. In any case, these results suggest that the
use of druggability indices in target screening exercises
can capture a high percentage of those targets most
likely to bind with high affinity to small druglike
compounds.

Insights into Molecular Recognition. As described
above, many parameters and approaches have been
identified that can predict the location of ligand-binding
sites.?28 However, our analysis of the individual factors
that contribute to predicted hit rates reveals that no
single parameter consistently dominates the expression
(see Figures 2 and 3). The dependence of the predicted
hit rate on the molecular parameters described here is
intuitively very satisfying (see Table 2 and Figure 6).
The predicted hit rate increases logarithmically with
total surface area and apolar contact area, while it
decreases logarithmically with polar contact area (Fig-
ure 6A) and linearly with the number of charged
residues (Figure 6B). Interestingly, the linear compo-
nent for the apolar contact area begins to negatively
affect the predicted hit rate beyond ~75 A2, This
suggests there is an optimal size and composition of the
protein pocket that is best suited for interacting with
small organic molecules. The hit rate also increases
linearly with surface roughness, consistent with the
notion that ligand-binding sites have high surface
complexity.* Pocket shape also has a significant influ-
ence on the predicted hit rate. For pocket compactness,
there is an optimal pocket volume to pocket surface area
ratio of ~0.4 (see Figure 6C). Larger values (corre-
sponding to more spherical shapes) and smaller values
(corresponding to more elongated shapes) have a de-
creased contribution to the predicted hit rate.

As shown in Figure 7, high predicted hit rates are
the result of positive contributions from multiple pocket
parameters, while low predicted hit rates tend to result
from a significant imbalance of parameters. For ex-
ample, FKBP, LFA, MDM-2, and SCD all have high
experimental and predicted hit rates. However, the
molecular parameters that contribute to the predicted
hit rate vary for each protein. For FKBP, all parameters
except for the total surface area (SA) and polar contact
area (PCA) make small but positive contributions to the
predicted hit rate. In contrast, the high hit rate for LFA
is dominated by total surface area and pocket shape
(compactness and principal moments). For MDM-2 and
SCD, the lack of charged residues (Ntot) in the pocket
is a significant contributor to the predicted hit rate. FBP
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Figure 6. Graphical representation of the contribution of
various pocket parameters to the predicted hit rate. (A)
Contributions from the total molecular surface area (black
line), apolar contact area (blue line), and polar contact area
(red line). (B) Contributions from pocket roughness (black line)
and total number of charged residues (red line). (C) Contribu-
tion from pocket compactness, defined as the ratio of the pocket
volume to the pocket surface area.

is predicted to have only a moderate hit rate (log(hit
rate) = —1.04). While most of the parameters have a
small but positive contribution to the predicted hit rate
(Figure 7), the smooth binding surface (low roughness)
offsets these gains. For proteins with low predicted hit
rates, one or two parameters tend to dominate. For
example, the low predicted hit rate for the PH-domain
of Akt is due almost exclusively to the small protein
surface area at the binding site (Figure 7). The low hit
rate for PSD-95 is due primarily to a small surface area
and poor pocket shape (principal moments), while the
lack of apolar contact area (APCA) is a significant factor
for Murl (Figure 7).

Much progress has been made in understanding the
forces that stabilize protein—protein interfaces. It has
long been recognized that, compared to the hydrophobic
core of monomeric proteins, protein—protein interfaces
are relatively polar. Accordingly, analyses of the amino
acids that are conserved at protein—protein interfaces
have revealed high propensities not only for apolar
residues but also for charged and polar amino acids,
such as arginine, lysine, and aspartic acid.2?20 Using a
simple physical model, Kortemme and Baker® have been
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able to quantify the significant role that polar inter-
actions (e.g., hydrogen bonding) and other forces play
in stabilizing protein—protein interfaces. Recently, it
has been reported that protein—protein docking simula-
tions employing appropriate terms for electrostatic and
hydrogen-bonding interactions can accurately predict
native protein—protein interaction sites.?! Apparently,
this critical dependence on polar and charged interac-
tions at protein—protein interfaces does not seem to be
generally necessary for protein—small molecule interac-
tions. This can first be appreciated by the fact that the
amino acids that are enriched at protein—small mol-
ecule interfaces are universally hydrophobic.26 In ad-
dition, the analysis presented here predicts at best a
marginal contribution of polar residues to the drugga-
bility of a particular protein binding site. Coefficients
for both the polar contact area (PCA) and total number
of charged residues (Ntot) are negative, which is offset
by the extent that the total surface area (SA, which has
a positive coefficient) increases upon introducing these
groups (see Table 2). Instead, the predicted druggability
is dominated by pocket shape and hydrophobicity. While
such an analysis certainly does not exclude polar or
charged interactions that are highly energetically favor-
able, it suggests that in general such interactions may
serve primarily to impart specificity rather then potency
to the binding event.

Conclusions

In summary, we have shown using heteronuclear-
NMR-based screening that small organic compounds
bind almost exclusively to known ligand-binding sites
on proteins, regardless of binding affinity. This has
important implications for uncharacterized targets de-
rived from genomics research, where the experimental
identification of therapeutically relevant binding sites
can facilitate the search for novel drug leads. The
relationships derived here between hit rate and pocket
parameters have significant implications for under-
standing the fundamental principles of molecular rec-
ognition and allow for quantitative comparative analy-
ses of protein binding sites for use in target assessment
and validation, virtual ligand screening, and structure-
based drug design.

Methods

NMR-Based Screening. All targets were screened as
previously described!! using either ®N- or 3CHjs-labeled??
protein on Bruker DRX500 or DMX500 spectrometers. Com-
pounds were initially screened as mixtures of 10—30 com-
pounds at concentrations of 0.4—1.0 mM each. Screening hit
rates were defined as the number of individual confirmed hits
with Kp values below 5 mM divided by the total number of
compounds screened as mixtures.

Pocket Identification. Pockets were identified using the
ActiveSite_Search flood-fill algorithm within the Binding Site
module in InsightII (Accelrys). This is an unbiased algorithm
that searches the entire protein surface and identifies all
surface cavities that meet specific geometric criteria (see
below). Ligands and water atoms were removed and protons
were added to all proteins using the Hydrogens command
within InsightII before pockets were identified. No minimiza-
tion of the protein was performed, and neutral charge states
were used in all instances as pockets were identified solely
via geometric criteria. A grid size (parameter Grid_Size) of 1.0
A and a cutoff size (parameter Site_CutoffSize) of 10 grid
points were used in all cases. The cutoff for the site opening
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Figure 7. Relative contributions of seven different pocket parameters to the predicted hit rates for eight different protein targets.
Shown are the contributions from total surface area (SA, blue bars), polar contact area (PCA, green bars), apolar contact area
(APCA, yellow bars), roughness (R, red bars), total number of charged residues (Ntot, black bars), pocket compactness (C, cyan
bars), and the first and third principal components (PC, magenta bars). Shown above each panel are the protein target and

predicted score.

(parameter Site_OpenSize, which defines the maximum dis-
tance between any two exposed grid points) was varied from
3 to 7 A. For the training set of 23 proteins, the value of the
site-opening parameter that gave the maximum overlap of the
pocket with the location of known ligand was used in all cases.
For each protein, all additional binding sites (known experi-
mentally not to bind to small organic molecules) were identi-
fied using the same criteria for the site opening and included
in the analysis as described in the text.

Pocket Parameters. The volume of the pocket was taken
as the number of grid points, as the grid spacing was 1.0 A,
corresponding to a volume of 1.0 A? for each grid point. The
exposed surface area for the pocket was taken as the number
of sides exposed by each grid cube. Pocket compactness was
then defined as the pocket volume divided by the pocket
surface area. Principal moments were calculated by diagonal-
ization of the inertia tensor, setting all weights of the grid
points to 1.0.

Protein Binding Site Parameters. Hydrogens were
removed before protein binding site parameters were calcu-
lated. The protein binding site was defined as all atoms within
4 A of at least one pocket grid point. Total molecular and
contact surface areas were calculated using the msroll com-
mand.?® Apolar surface area was defined as that derived from
carbon and sulfur atoms, while polar surface areas were
defined as that derived from nitrogen and oxygen atoms.
Lysine N or arginine N7y atoms were counted as positive
charges, while aspartic acid O and glutamic acid Oe atoms
were counted as negative charges. Surface roughness was
calculated as the average roughness of all atoms in the binding
site using probe radii of 1.5 and 1.501 A.*

Regression Analysis. Much of the data for the model had
only a lower threshold (e.g., hit rate <0.01%, corresponding
to less than 1 hit out of a 10 000 compound library) as opposed
to a specific value. As standard statistical packages do not
typically handle this type of data, we performed the regression
analyses using the Solver command within Microsoft Excel,
as has been previously described.?® The predicted score was
represented as a weighted linear combination of linear and
logarithmic dependencies on each of the pocket and protein
binding site parameters

N
score = ) aX; + b; log(X))

=

where N is the number of pocket and protein binding site
parameters, X; is the ith parameter, and a; and b; are the
weighting coefficients for the linear and logarithmic terms of
the ith parameter, respectively. So as not to penalize the
scoring function for predicted hit rates less than 0.01% (score
< —2.0), predicted scores less than this value were set to —2.0
before penalties were calculated. The regression analysis then
minimized the y% between the observed and predicted hit rates.
A leave-one-out (LOO) internal cross-validation of the model

was performed by iteratively repeating the regression analysis
while leaving out one data point. This analysis yielded a LOO
R? (®?) of 0.59. Studentized and raw residual plots are shown
in the Supporting Information (Figure S1). Confidence limits
on the regression coefficients were estimated using constant
»? boundaries.?* Using this approach, each parameter was
independently adjusted until the change in »? exceeded 18.307,
which is the 95% confidence limit for a model with 10 degrees
of freedom. The change in the parameter required for exceed-
ing this value is reported as the 95% confidence limit.
Prediction Test Set. For the 72 proteins used for testing
the predictive ability of the model, parameters for pockets and
protein binding sites were obtained as described as above.
Pockets that overlapped with the known ligand were saved
for each value of the site opening cutoff value, which was
varied from 3 to 7 A. Scores for each of these pockets were
calculated, and the pocket with the highest score was used in
the analysis. For the 35 proteins with known high-affinity
ligands, the value of the site-opening cutoff value that yielded
the highest score for the known ligand-binding site was used
to identify all binding sites on the protein surface. A maximum
of 10 sites (ranked by volume) was saved for each protein.
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